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Schedules of Reinforcement

I. Simple Schedules

II. Choice Behavior

III. Complex Choice Behavior

Simple Schedules

· Definitions

· Review - OC Contingency Space

· CRF or Continuous Reinforcement occurs when P(S*/R)=1 & P(S*/NoR)=0. 

· PRF or Partial Reinforcement occurs when 0<P(S*/R)<1 & P(S*/NoR)=0.

· DRO or Differential Reinforcement of Other behavior occurs when P(S*/R)=0 & P(S*/NoR)=1. 

· Thus, a schedule of reinforcement is a rule that determines how & when a response will be reinforced.

· They can be simple (where a single factor determines which occurrence of the 
R ( S*) or complex (choices can be involved).

· Partial Reinforcement Effect in Extinction (PREE)
· Refers to the fact that PRF leads to greater resistance to extinction in operant conditioning.  
· If reward strengthens a response, then CRF should produce a stronger response & slower extinction.  Why should less reward work better?  
· The effect was known as Humphrey’s Paradox (1939).  Much of what is known today comes from Ferster & Skinner’s book, “Schedules of Reinforcement” (1957).
· There are 2 dominant hypotheses:
1. Frustration Theory (Amsel, 1958+)
· States that PRF animals learn to become frustrated during acquisition and this frustration serves as a stimulus for further reinforced responding.  

· Accordingly, responding persists more during extinction because frustration occurs frequently during extinction trials and this previously served as a cue to respond.  

· CRF subjects only encounter frustration stimuli during the extinction phase, and they therefore have not learned that the thing to do while frustrated is to respond.  Thus, they give up sooner.

· Emphasizes frustration as an energizing response.

2. Sequential Theory (Capaldi, 1963+) 
· States that the animal remembers what the outcome was on the previous trial, and can use this as a cue for what to do on the subsequent trial.
· In particular, if the previous trial was nonreinforced and the next one is reinforced, then subjects are assumed to learn that a memory of nonreinforcement (from the previous trial) signals that running on the next trial will be reinforced.

· Emphasizes memory of events.

· Basic Schedules – determined by a single factor, which is the space between reinforcers.  

	Space between S*s
	Fixed
	Variable
	Random

	Ratio (# resps)
	FR
	VR
	RR

	Interval (time)
	FI
	VI
	RI


· Cumulative Recorder - Makes a record of responses and reinforcements.
· Response Patterns

· Ratio Run

· Post Reinf. Pause

· Scallops

· Basic Schedules Summary

1. Ratio better than Interval.

2. Variable better than Fixed.

3. Each schedule produces a unique pattern of responding.

4. VRVR (Variable Ratio with Variable Reinforcement) is probably the overall best in real world applications.

· Other Schedules
· Frequently, interval schedules in the real world make reward available for a limited period.  This type of restriction is called a limited hold.


Ex. Hitchhiking (car pulls over & waits briefly).

· Response Rate Schedules
Whether a response is reinforced depends on how soon it occurs since the preceding response.

· DRH - Differential Reinforcement of High rates

· Ex. Running to home plate only S*’ed if quick.
· DRL - Differential Reinforcement of Low rates

Ex. Assembly line - not too fast (& not too slow).

Choice Behavior

· Concurrent Schedules

· The simplest choice situation is when there are 2 alternatives & each has it’s own schedule.

· Historically, this type of situation was studied with a T-maze

· More recent research uses concurrent schedules.

· Relative Rates of R & S*

· To study choice behavior, we calculate the relative rate of responding on each alternative.

· Relative rate of responding on Key A is equal to the #R’s on Key A divided by the total #R.

Relative rate of responding on A = RA/(RA+RB).

· If organism responds:

Equal on A & B, then rate will be .5

More on A, then rate will be > .5

Less on A, then rate will be < .5

· Similarly, we can calculate the relative rate of reinforcement on each alternative:

Relative rate of reinforcement on A = rA/(rA+rB).
· The Matching Law
· States that the relative rate of responding to an alternative nearly equals it’s relative rate of reinforcement. 
· Herrnstein (1961) demonstrates it.

· Various combinations of VI schedules (with a combined reinf. rate of 40 S*’s/hour) were tested. 

· When the relative rate of reinforcement on an alternative was high, so was it’s relative rate of responding.   

· To summarize, the matching law assumes that the value of a reinforcer is: 

· directly related to it’s frequency, magnitude, & quality.

· inversely related to it’s delay.
Complex Choice Behavior

· Concurrent Chain Schedules

· In some choice situations, choosing one alternative makes another unavailable & the choice may involve long range goals.

· To study these situations, concurrent chain schedules can be used.  The chain contains at least 2 links: choice & terminal.  The choice link determines the schedule in the terminal link, it is not reinforced, & once chosen a commitment is made.

· Concurrent chain schedules permit us to study a number of interesting issues, e.g.:

· preferences between schedules

· how amount & delay of S* determine choice
· Self Control

· Studies with concurrent chain schedules have led to the development of an experimental model of self control (choosing a large delayed reward over a small immediate reward). Consider Rachlin & Green (1972).

· In agreement with RG72, lots of studies have found that preferences shift in favor of the delayed large reward as the organism is required to wait longer to receive either.

· Interestingly, primates tolerate longer delays than rats/pigeons & humans develop it with age (about 6-7).  Lastly, learning is important.

· Matching Law & Self Control

· The matching law can be applied to studies of self control by looking at the relationship between reward value, size & time. 

· This approach does a good job of explaining a lot of data.
