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Paradigm

· As we noted earlier this semester, CC is concerned with: 

· events in the world that predict the occurrence of biologically important events (food, pain) 

· relations between stimuli (S-S relations)

· Classical Conditioning (CC), respondent conditioning & Pavlovian Conditioning are synonyms.

· CC was simultaneously discovered by Ivan Pavlov & Edwin B. Twitmeyer who worked with the knee-jerk reflex in college students. Pavlov, however, investigated CC in more detail than did Twitmeyer.  Received Nobel Prize in 1904.
· Pavlov

· He provided an experimental situation for studying reflexes & laws of association.  

· CC was an extension of his work on the physiology of digestion.

· Developed a surgical technique involving the implantation of a “fistula”. The fistula enabled Pavlov to measure salivation in response to food as well as to stimuli associated with food (e.g., a bell or tone).
· Income from selling “stomach juice” provided part of the funding for the research.
· Procedure

US – Unconditioned Stimulus – elicits the UR

UR – Unconditioned Response

NS – Neutral Stimulus - elicits an orienting response
CS – Conditioned Stimulus – as a result of learning it comes to elicit a CR.

CR – Conditioned Response

US can be pleasant (appetitive) or unpleasant (aversive).

· Development - occurs gradually over trials.
Examples

· The Office: Altoid Experiment
· Sights & Sounds

· Eyeblink Conditioning

· Developed by I. Gormenzano.

· Used rabbits because they rarely blink in the absence of special training.

· Also be studied in other species (including humans).

· Is a slow process & never reaches perfect reliability. (ex. Sneiderman et al., 1962)
· Little Albert - Watson & Raynor (1920) - created a phobia
· Conditioned Emotional Response (CER)
· Developed by Estes & Skinner (1941).

· Involves 3 phases:

1. Rats are trained to bar press for food.

2. CER training is given.  Tone ( Shock
3. Fear is measured by a decrease in bar pressing when the tone in presented. More specifically the Suppression Ratio (SR) measures the CER.
S.R. = A / A+B

· A = responding during the CS
B = responding during an equivalent period of time just  prior to the CS
· if ratio = .5 then there was no change in responding
if ratio < .5 responding decreased (suppression)
if ratio > .5 responding increased

· Autoshaping

· Discovered by Brown & Jenkins (1968).  Over trials, pigeon automatically pecks at the lighted disk.
· Challenges the notion that CC only occurs in reflexive response systems.

· Animals tend to approach and contact stimuli that signal the availability of food, hence the term sign tracking.
· In rats, the rat treats the bar as if it was the food.  It tries to grab & chew the bar resulting in it being pressed.

· Jenkins & Moore (1973) demonstrated that the form of the CR depends upon the US.
· Taste Aversion Learning (TA) - Discovered by J. Garcia. Has 3 special features:
1. Can be learned in just 1 trial.

2. Can be learned with a relatively long CS-US delay. Smith & Roll (1967) demonstrate it.
3. Demonstrates “Belongingness”.  Garcia & Koelling (1966) had 2 groups of rats. Used a compound CS (sweet, bright water) & paired it with Shock or Illness.  DV was drinking rate of sweet or bright water.
Systematic Desensitization

Used to treat the symptoms of anxiety.  A form of counter-conditioning involving 3 steps:
1. Learn an incompatible response.

· In humans, it is usually relaxation.

· In dogs, eating behavior is reasonably incompatible with fear.  Play behavior (or any other activity the animal enjoys) can also sometimes be used; anything that produces tail wagging & postures indicative of a lack of fear.
2. Create an anxiety hierarchy. 
· Dog Ex. fear of men.

a) in the same room ignoring the dog.

b) in the same room glancing at & talking to the dog.

c) sitting fairly close to the dog but ignoring it.

d) sitting fairly close to the dog & glancing at it. 

e) giving the dog a cookie.

f) petting the dog gently.

g) have a second man do all of the above (generalization).

h) more vigorous petting.

i) veterinarian performing an exam.
· Human Ex. acrophobia

a) standing on a stool

b) standing on a ladder

c) standing on a roof

d) visiting the Empire State Building

e) skydiving

3. Step through the hierarchy.

· SLOWLY (over an extended period of time) step through the hierarchy while having the organism perform the incompatible response.

· If the organism shows fear, back up to an earlier step in the hierarchy.

· When the organism is able to tolerate the first item in the hierarchy without showing fear, it is time to move on to the next item, etc.

Types

· Trace (or Standard)
· CS-US Gap is called trace interval.

· Gap filler increases effectiveness of conditioning.
· Delay

· Short delay is the most effective (<1 min from CS onset to US onset).

· Long delay is generally not effective (perhaps an exception in TA learning). (5-10 min from CS onset to US onset)
· Long delay can produce inhibition of delay. The issue is when the CR occurs during the CS

· Simultaneous

· Notion of a test trial to see if learning has occurred.

· Generally speaking, this technique doesn’t work.

· This was a surprise to many, as the closeness or contiguity of the 2 stimuli was believed to be responsible for learning.

· Backward

· The CS predicts the absence of the US (i.e., it predicts the ITI or ISI).
· This form of conditioning produces inhibition rather than excitation.
· Temporal

· This form of conditioning produces both excitation & inhibition.

Conditioned Inhibition 
· Basic Concept

· Learning can be viewed as a regulatory process.  Regulatory processes involve two opposing mechanisms.  (Note we encountered such processes in our discussion of Dual-Process & Opponent-Process theories).

· And like other opposing processes, inhibition is not the symmetrical opposite of excitation.

· In this case, the CS signals the absence of the US.  Exs. “Closed”, “Out of Order”, “No Entry”.
· Procedures

· Compound Conditioning – 2 types trials alternated.
1. Excitatory -
CS+ ( US

2. Inhibitory - 
CS+/CS- ( NoUS

· Differential Inhibition – 2 types trials alternated.
1. Excitatory -
CS+ ( US

2. Inhibitory - 
CS- ( NoUS

· A Negative Contingency (or Backward Conditioning)
· Probability

· Issue is whether the CS predicts the US. A contingency refers to a dependence of one event upon another.

· Consider the probability of an event:  0  ((  1, either the event is not going to happen, it might happen, or it will definitely happen.
· Now, there are 2 probabilities we need to consider:

1. P(US/CS) - probability of the US occurring given that the CS has occurred.

2. P(US/NoCS) - probability of the US occurring given that the CS has not occurred.

· Contingency Space - puts each of the probabilities on an axis.  When the 2 probabilities are equal, Mackintosh (1973) demonstrated Learned Irrelevance - The organism learns that the CS & US are irrelevant and thus, it has a hard time forming an association between them.
· Possible Emotions - Possibilities for what is going on inside the black box

	US Type
	CS+ Excitation
	CS- Inhibition

	Pleasant 
	Joy
	Sorrow

	Aversive
	Distress
	Relief


· Evidence - Rescorla (1968) - Note sensitivity to probabilities and extinction of fear over days.  It appears that some complex calculations are taking place in the black box.
· Measuring

· With conditioned inhibition, the dog learns not to salivate.  This is tough to prove.

· There are 3 ways:

1. Bidirectional Response Systems
Responses that have a baseline level & can either increase or decrease.  The Rescorla (1968) data is an example.

2. Summation Test
Rationale is to train a CS+, then combine the CS- with it to see if it reduces the excitation.
3. Retardation of Acquisition Test
Rationale is to compare learning of a neutral CS to that of a CS-.  Ex.  Let’s say we train a tone CS- for salivation.  Then, it should be harder for the organism to develop a salivary response to such a CS- than to a neutral CS such as a bell.
Properties

· Acquisition - the learning of the R.

· Extinction - removal of US.

· Spontaneous Recovery - R reappears after extinction & a rest.

· Generalization - organism shows R to similar CSs.

· Discrimination (Differential Inhibition) - opposite of generalization.

· Higher-Order Conditioning

· Train a CS1
· Then use the CS as if it were a US to train CS2
Relevant Phenomena

· Latent Inhibition
Lubow & Moore (1959) using the leg flexion response in sheep & goats, demonstrated that preexposure to a CS retards conditioning of that CS in the future.

· US Pre-exposure Effect
Pre-exposure to the US (in the training context) retards conditioning.

· Learned Irrelevance (see contingency space). 
Mackintosh (1973) using autoshaping of the pigeons keypeck, demonstrated that random presentations of a CS and US specifically retards the subsequent formation of an association between the two. 

· Blocking (Kamin (1968)

	Group
	Phase 1
	Phase 2
	Phase 3
	Fear shown

	Exp
	L-US
	L/N-US
	Test N
	none

	Cont
	L-US
	   N-US
	Test N
	lots

	Note:
	L= Light
	N= Noise
	US= Shock
	


· The experimental group did not learn anything about the noise.

· The reason is believed to be because it is redundant or, in other words, it does not provide any new information.

· These data indicate the necessity of a cognitive approach.

· The data led Kamin to suggest that surprise is important for learning.
Rescorla Wagner Model

· The Model

· Attempts to provide an explanation of the mechanism of the “complex probability calculator”.

· While these calculations are clearly automatic, there exists a mechanism by which they occur.

· Assumes that the effectiveness of a US depends on how different the US is from what the organism expects.

· Consider an idealized learning curve.

· Acquisition - Curve is negatively accelerated, which means that the amount of change in conditioning is less in later trials.
· Math Model - Attempts to characterize learning mathematically with 2 equations.
1. (Vn = K((-V), where:

V 
= previous associative strength 

(Vn 
= the change in associative strength on trial n.
K 
= constant that varies from 0 - 1 & influences the rate of conditioning. 

It reflects the saliency of the CS (() as well as the quality of the US (().

( 
= lambda is the asymptote or amount of conditioning that can be 
supported by a given US.

2. VAB = VA + VB
Associative strength of a compound equals the sum of the associative strength of the components.

Example - Suppose V = 0, K = .3, & ( = 90 in trial 1.
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· Explanations of Phenomena

· Blocking
· Kamin (1968) demonstrated that a light could block learning to a noise.

· Suppose the light had 6 trials in Phase 1 & V = 0, K = .7, & ( = 90 in trial 1. Then:
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· Thus, the light quickly uses up all of the associative strength available to the US ((). There is none left for the noise.
· The model can also be applied to backward conditioning, conditioned inhibition, learned irrelevance & handles contingency space quite well.

· Thus, simple trial-by-trial changes in associative strength may represent the mechanism underlying complex probability calculations (info evaluation) that phenomena like contingency learning & blocking seem to require.

· Predictions & Evaluation
· The theory makes some interesting predictions.

· One prediction is called “Overexpectation”.
Kremer (1978) - The experimental group (has elements of compound trained separately) expects more of a shock from the compound than the controls.
· Another suggests a way to create a CS-.
Kremer (1978) also demonstrated that overexpectation can be used to create a conditioned inhibitor. That is:

1. Train A-US & B-US

2. Then ABC-US

3. Stimulus C becomes inhibitory
Occurs because of the expectation that the AB compound will be followed by a more intense shock & C predicts that is not the case.

· The biggest problem with the theory is that it doesn’t account for salience changes in the CS over trials.

· Salience changes as a result of an organism’s experience with both the stimuli themselves & what they predict.  Examples of salience changes include latent inhibition & learned irrelevance.
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