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History & Paradigm

· Edward Thorndike (1874-1949)

· Was interested in what gets an organism to do what you want it to.

· Constructed (puzzle) boxes & mazes & was thus able to measure an animal’s learning.

· John Broadus Watson (1878-1958)

Give me a dozen healthy infants, well-formed, and my own special world to bring them up in and I'll guarantee to take any one at random and train him to become any type of specialist I might select - doctor, lawyer, artist, merchant-chief, and yes, beggarman and thief.

· Burrhus Frederick Skinner (1904-1990)
· Behavior is shaped & maintained by its consequences.

· “Skinnerian” Conditioning is also called Operant Conditioning (OC), Instrumental Conditioning, or Trial & Error Learning
· Operant behavior is sometimes called goal directed behavior.

· So unlike CC, in OC the organism is in control.

· Apparatus – the Skinner box or operant chamber.
· OC Paradigm

· R-Response or Behavior ( S* Stimulus Consequence
· Examples:

1. Pigeon turning - B.F. Skinner.

2. Dog gets a cookie when it sits.

3. You will (hopefully) get an education as a result of attending this lecture.

4. I get paid for lecturing.

· Relevant Terms

· Contingency

· Refers to the dependency of the stimulus consequence (S*) on the behavior (R).

· In other words, the S* is contingent upon the R.

· Note that S* can also be contingent upon No R.

· We will discuss OC contingency space in more detail later.

· Shaping by Successive Approximations

· Definition

· A procedure where the contingency is gradually made more stringent until the desired behavior is obtained.

· May involve breaking the task into components, and/or varying it along one or more stimulus dimensions (e.g., time, distance, space, frequency).

· Brief Examples:

· Barpressing

· Students handing in papers (when drafts are required).

· Gap Size in Pigeons - Deich, Allen, & Zeigler (1988)

· Shaped size of beak gap in pigeons pecking for food.

· The results for one pigeon are shown during the baseline, up (increasing), & down (decreasing) phases.

· During the later 2 phases, a criterion was used based on the previous day’s performance such that 20% of responses would be reinforced.

· Variability of Responses in Pigeons - Page & Neuringer (1985)

· Relevant dimension was variability of R.

· Pigeons had to peck 2 keys 8 times.  In one group, novel patterns of pecks were required.

· Found R variability increased when reinforced. When variability was not reinforced, R’s became more stereotyped.
· Complex Dog Example: Retrieving a tissue from an adjacent room

· Training a dog to retrieve a tissue from another room & then drop it in a garbage can after it’s used.
· Has numerous components (get, hold, drop, bring, go away, go to . . ., wait, etc. & some involve dimensions of distance & time).

· Premack’s Principle

· Views reinforcers as activities & considers their relativity.

· States that a high probability of occurrence behavior can be used as a reinforcer for a lower probability of occurrence behavior.  

· Basically refers to using “play” as a reinforcer for “work”.

· Consider examples of reinforcer relativity in children and adults.

· Discriminative Stimulus

· A stimulus that signals that a particular contingency is in effect.  

· Words, hand/body signals, people, etc. can all be SD’s.

· Example:  SD (“sit”) ( R (sitting) ( S* (treat)
· Actually, things are just a little bit more complicated.  That is, an SD may indicate more than one contingency.  For example: 
SD (“sit”) ( R (sitting) ( S* (treat) & 
SD (“sit”) ( R (no sit) ( S* (correction)

Consequences or Procedures

· There are 4 consequences:
	Stimulus
	Given (+)
	Taken away (-)

	Pleasant
	+R
give a goodie
	-P
“time out” or a fine

	Aversive
	+P
give pain 
	-R
terminate pain


· Confusing Consequences - Folks confuse +P & -R for several reasons:

1. The term negative.  The +/- signs are used arithmetically (+ = add or give, - = minus or take away).  Thus negative does not mean bad.

2. The behaviorists had a phrase “accentuate the positive” (popularized by a song).  Unfortunately the word reinforcement was left out because it made the phrase less catchy.

3. In order to use -R, one must typically administer the aversive stimulus in order to be able to terminate it.
· Reinforcement - Goal is to increase behavior.
· Hutt (1954) shows quality & quantity matter.

· Azzi et al. (1964) shows immediate reinforcement is more effective.

· Punishment - Goal is to decrease behavior.
· Delay

· Camp, Raymond, & Church (1967) taught rats to bar-press & then punished the response with a 1- sec, .25 mA shock after varying delays.  

· Found delays decreased effectiveness.

· Intensity

· Camp, Raymond, & Church (1967) taught rats to bar-press & then punished the response with a 2 sec shock of varying intensity.
· Found only high intensities suppressed behavior.
· Problems

1. Effects may only be temporary.
This is more of a problem when the aversive stimulus used is mild (a nag). 

2. It is not as clear of a source of info as is reinforcement.
Reinforcement tells the animal “what your doing is good”; punishment tells the animal “stop that!”. 

3. It may lead to fear responses, escape, avoidance, & aggression.
Mechanism here is CC. 

4. Contingency between behavior & punishment may not be recognized.
In this case, the animal will learn “helplessness”.

· Principles for Effective Use

1. It must be prompt.
It should follow the occurrence of the undesired behavior without delay. 

2. It must be consistent.
It should occur each & every time the undesired behavior occurs. 

3. An alternative behavior should be made available which can be reinforced.
Purpose is to overcome problem of punishment not being a good source of info.

4. Choose the intensity of aversive stimulation carefully.
Too little will immunize & too much will sensitize. 

5. Sometimes a conditioned punisher is useful.
It’s a signal that predicts the occurrence of aversive stimuli.

· Human Example - Lang & Melamed (1969)

· Used punishment to suppress persistent vomiting of a 12#, 9m old baby.  Despite various treatments (e.g., dietary changes, antiemetics, & small feedings), the child vomited most of his food within 10 min of eating.

· Used EMG to detect vomiting onset.  Administered shock to the leg until vomiting stopped. After the child received 6 sessions (1/day), vomiting no longer occurred after eating.  6 months later, there was no further vomiting & the child was of normal weight.

· Similar results were reported in other studies with children, as well as developmentally delayed adolescents & adults. 

· Punishment has also successfully been used to treat other life threatening behaviors (e.g., self mutilation).
Specific Paradigms

· Remember the basic paradigm is that a Response leads to a Stimulus Consequence 
(R  S*) and a Discriminative Stimulus (SD) can signal that this contingency is in effect (SD R  S*).  Thus, there are 3 relevant dimensions:

1. S* - can be pleasant or aversive.

2. R - may want to increase or decrease it.

3. SD – whether it is used or not used.

· Since each dimension has two possibilities, that leads to 2x2x2 = 8 paradigms.  

· Basic types of OC without using an SD
	
	We want the R to:

	Stimulus
	Increase
	Decrease

	Pleasant
	Reward training
	Omission training

	Aversive
	Escape training 
	Punishment training


1. Reward Training - whenever dog sits give it a cookie. Uses +R.

2. Escape Training - ear pinch retrieve (escapes pain by retrieving). Uses -R (& +P).

3. Omission Training - whenever dog doesn’t jump (4 on floor) give it a cookie. Uses +R (& -P).

4. Punishment Training - dog jumps and is met with a knee. Uses +P.

· Types of OC when using an SD

	
	We want the R to:

	Stimulus
	Increase
	Decrease

	Pleasant
	Discriminated operant
	Discriminated omission

	Aversive
	Active avoidance 
	Passive avoidance


5. Discriminated Operant - The “sit” signal tells dog sitting will be rewarded.

6. Active Avoidance - dog learns the signal “move” to avoid collision.

7. Discriminated Omission - The “stay” signal tells dog omitting alternative behaviors will be rewarded.

8. Passive Avoidance - The “stay” signals dog that alternative behaviors will be punished.  
Properties

· Acquisition – similar to CC.
· Extinction - Herrnstein (1966) Shows that extinction is due to removal of the R-S* contingency rather than to removal of the S*.

· Spontaneous Recovery

· Generalization

· Discrimination

· Conditioned Reinforcement (CR)
· Paradigm

	
	
	
	CR
Praise word or “Click”
	

	
	
	
	(
	

	SD
“sit”
	(
	R
sitting
	(
	S*
treat


· Note that the CR is a CS & S* is a US, thus CC is involved here.

· Note also the importance of proper timing.
· Comments

· Skinner notes that the best way to reinforce a behavior with the necessary speed is to use a CR.

· Led to use of “Token Economies”.

· In 1951, Skinner suggested the use of “cricket” (or clicker) for a CR since it is a “clear signal”. 

· Note that one can also use a conditioned punisher or CP.
· Click & Treat Animal Training

· Popularized by of Skinner’s student Karen Pryor & colleague Gary Wilkes. 

· Unfortunately, some folks treat “clicker magic” more like a religion than a science.

· Earlier we noted “accentuate the positive”.  Well, the Click & Treat approach does this, but in some cases it is taken to an extreme which is not justified by the scientific data.
· Type Comparison

	Click
Discrete
Simple
Consistent
A gadget
Mechanical
	Word “Good” or “Yes”
Prolonged
Complex & Variable
Variable
Readily available
Has social element


· Clearly, each technique has certain advantages & disadvantages.

· Click may be particularly good for training as opposed to maintenance phase.
· I find clicker useful in teaching good timing.

· Cognitive View

· According to this view, the CR (or CP) provides the organism with info.  

· CR says “keep doing what your doing” or “you did great”.

· CP says “stop that & try something else”.

· This cognitive point of view becomes especially relevant with humans.

Superstition
· Definition

· Actions of organisms who behave as if a relationship exists between their behavior & reinforcement, when in fact, no such contingency exists. 

· Examples

1. Using a particular pencil to take tests.

2. Scratch your nose then pull your left ear when getting up to bat.

· Skinner (1948)

· Put pigeons in a box & delivered some grain every 15-sec.

· Found that the birds started performing all kinds of interesting behaviors during the ITI (e.g., wing flapping, circling, bobbing).

· This supported his idea that reinforcement stamps in a response. 
· Staddon & Simmilhag (1971)

· Redid Skinners experiment & carefully observed the behavior during the ITI.  Found the funky behaviors occurred at the beginning rather than the end of the ITI (as assumed by Skinner).  At the end of the interval, all of the birds pecked at or near the food magazine.  Thus, they spoke of two types of behaviors:

1. Interim - Include the behaviors described above & others (e.g., SIP). These behaviors are not reward oriented, & a number of theories have been proposed to account for them.

2. Terminal - All of the birds tended to peck at or near the food hopper just prior to reinforcement.  Results from autoshaping. 
· Clearly then, “superstitious behavior” is not developed through a stamping in effect of reinforcement as Skinner suggested. 
Biological Constraints (or Belongingness in OC)

· Instinctive Drift

· The tendency of animals to revert to instinctive behavior (Instinctive Drift) that interferes with learning (Breland & Breland, 1961).

· Examples

1. Rooting Pigs - Taught to cart large wooden nickels to a piggy bank & deposit them.  Some had problems.  Would drop it, shove it in the air with their snouts & then repeat this (instinctive rooting behavior).

2. Miserly Raccoons - Taught to place a coin on a metal tray. Some would hold on to it like they couldn’t let go & when two coins were introduced they would rub them together in a “miserly” fashion (instinctive food washing).
3. Rat Basketball
Operant Contingency Space
· Again, there are 2 probabilities:

1. P(S*/R) - Probability of the S* occurring given that the R has occurred.

2. P(S*/NoR) - Probability of the S* occurring given that the R has not occurred.
· The space puts each of the probabilities on an axis.  When the 2 probabilities are equal, we get Learned Helplessness. The organism learns that its responses and biologically relevant stimulus consequences are independent.  Nothing you do (or don’t do) matters.
· In terms of responding, we can expect

	S* Type
	S*/R >  S*/NoR
	S*/R < S*/NoR

	Pleasant
	Increases
	Decreases

	Aversive
	Decreases
	Increases


