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Learning
I. Types of Learning

II. Simple Learning

III. Conditioning

IV. Imprinting

V. Cognitive Views

Types of Learning
· A relatively permanent change in the potential to behave that results from experience.
· There is not a lot of agreement on the number of types or how to categorize it.

· C&F13 use the categorization below.  We will talk about observational learning later in the semester.
	Type Learning
	Cognitive Process
	Examples

	Associative
	Form new connections among stimuli and behaviors
	Classical Conditioning

Operant Conditioning

	Nonassociative
	Change the magnitude of responses to a kind of stimulus 
	Habituation 

Sensitization

	Observational
	Learning by watching the actions & experience of another
	Imitation


Simple Learning (Nonassociative)
Is simple because nothing new is learned.  There are 2 kinds:

1. Habituation - The lessening or disappearance of a response with repeated presentations of a stimulus.  Ex. Chair of seat.
2. Sensitization - The intensification of a response to stimuli that do not ordinarily produce such strong reactions.  Ex. Earthquake.
Conditioning

· Classical Conditioning

· Paradigm

Note that classical conditioning is also called Pavlovian or respondent conditioning.

	Pairing (NS then US)
	US (meat) (
	UR (salivation)

	NS (tone) (
	CS (tone) (
	CR (salivation)


· Development - occurs gradually over trials (pairings of tone with US).
· Little Albert (Watson & Raynor, 1920) - demonstrates that phobias can occur through CC.
	Pairing (NS then US)
	US (loud noise) (
	UR (crying)

	NS (white rabbit) (
	CS (white rabbit) (
	CR (crying)


· Types

· Trace - CS predicts US.
· Simultaneous - doesn’t work.
· Backward - organism shows inhibition rather than excitation.
· Temporal - CS is time.
· Operant Conditioning

· Paradigm

· “Behavior is shaped and maintained by its consequences”.  B. F. Skinner

· Note that operant conditioning is also called Skinnerian or instrumental conditioning or trial & error learning.
· Response or Behavior (R)  (  Stimulus Consequence (S*)
· Examples:

1. Dog gets a cookie when it sits.

2. You will (hopefully) get an education as a result of attending this lecture.

3. I get paid for teaching.

· Important terms & concepts:

1. Contingency
Refers to the relationship between the behavior (R) and its consequence (S*).  In other words, the S* is contingent upon the R.  (Note that S* can also be contingent upon No R).

2. Shaping by Successive Approximations
to the desired goal.  Is a procedure where the contingency is gradually made more stringent until the desired behavior is obtained.  Simple ex. is the down-stay.  Complex ex. is retrieving an item.

3. Premack’s Principle
States that a high probability of occurrence behavior can be used as a reinforcer for a lower probability of occurrence behavior.  Ex. Using play as a reinforcer for work.

4. Discriminative Stimulus (SD)
Is a stimulus that signals that a particular contingency is in effect.  Thus, words (& hand/body signals) are the SD’s.  Ex. The word “sit” (SD) ( sitting (R) ( Treat (S*)
5. Timing matters - S* must immediately follow the R.
· Consequences

· Goal of Reinforcement is to increase behavior.

· Goal of Punishment is to decrease behavior. (Thus, punishment does ≠ retribution.)
	Stimulus
	Given (+)
	Taken Away (-)

	Pleasant
	+R 
(treat for sitting)
	-P 
(remove attention 
when its desired)

	Aversive
	+P 
(leash pop for pulling)
	-R 
(release ear pinch for hold)


· Folks confuse +P & -R for several reasons:

1. The term negative.  The +/- signs are used arithmetically (+ = add or give, - = minus or take away).  Thus, negative does not mean bad.

2. The behaviorists had a phrase “accentuate the positive”.  Unfortunately the word reinforcement was left out because it made the phrase less catchy.

3. In order to use -R, one must typically administer the aversive stimulus in order to be able to terminate it. 

· Punishment

· Problems 

1. Effects may only be temporary. This is more of a problem when the aversive stimulus used is mild (a nag). 

2. It is not as clear of a source of info as is reinforcement.  Reinforcement tells the animal “what you’re doing is good”; punishment tells the animal “stop that”. 

3. It may lead to fear responses, escape, avoidance, & aggression. Mechanism here is CC. 

· Principles

1. It must be prompt. It should follow the occurrence of the undesired behavior immediately. 

2. It must be consistent. It should occur each & every time the undesired behavior occurs. 

3. An alternative behavior should be made available which can be reinforced.  Purpose here is to overcome the problem of punishment not being as good of a source of info as is reinforcement. 

· Schedules

· CRF = Continuos ReinForcement

· PRF = Partial ReinForcement

	Space between S*s
	Fixed
	Variable

	Ratio (# resps)
	FR
	VR

	Interval (time)
	FI
	VI


Conclusions:

1. Ratio schedules better than interval.

2. Variable schedules better than fixed.

3. Each schedule produces a unique pattern of responding.

4. VRVR (Variable Ratio with Variable Reinforcement) is probably the overall best for training.
· Properties in Common

1. Acquisition - the learning of the R.

2. Extinction - the disappearance of the response after removal of biologically relevant stimulus.

3. Spontaneous Recovery - R reappears after extinction & a rest.

4. Generalization - get R to similar stimuli.

5. Discrimination - opposite of generalization.

Imprinting 

· An instance in which an object acquires significance as a result of early exposure.

· From C&F03, “Critical periods in development are biologically based windows of opportunity.”

· This phenomenon is especially important in relation to attachment (or bonding) behavior. Thus, how the young organism is treated & what types of things it is exposed to can influence its adult behavior.

· BTW, this is a perfect example of the complex interaction between nature & nurture.

Cognitive Views

· Views the organism as a processor of information.  Uses terms like prediction, control, & expectancy.

· This view considers what is going on inside the black box to be important.

· Issues we will cover here include:

· Latent Learning

· Edward C. Tolman’s classic study

· This data draws a clear distinction between “Learning” & “Performance”.

· The animals learned the maze, but didn’t show it (perform) until properly motivated.

· Insight Learning

· Wolfgang Kohler did some famous studies of learning in chimpanzees.
· His data suggest that when presented with complex problems chimps may show insight.
